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The low-energy spin excitations of the Fe pnictide parent compounds have been determined by inelastic
neutron scattering and interpreted within the local moment J,,,-J, Heisenberg model with orthorhombic
symmetry. This has led to alternative exchange models that strongly differ in the size of anisotropy. Although
the compounds are itinerant the localized spin model can explain basic features of the excitations. The inherent
frustration of this model leads to quantum fluctuations and possible moment reduction. We investigate this
question in detail using spin-wave approximation and partly exact diagonalization Lanczos calculations for
finite clusters. We find that the orthorhombic anisotropy stabilizes the columnar antiferromagnetic phase and its
moment. For the exchange models proposed from inelastic neutron scattering we can exclude a strong influ-
ence of frustration on the moment size. We also investigate dependence of magnetization and susceptibility on

field and temperature.
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I. INTRODUCTION

The discovery of Fe pnictide superconductors has given
new impetus to study the interrelation between magnetic and
superconducting instabilities in condensed matter. Previous
investigation of strongly correlated heavy-fermion and cu-
prate compounds have also shown this connection. However,
unlike those compounds the pnictides are only moderately
correlated' and in contrast to cuprates already the parent
compounds are metallic. At lower temperatures they exhibit
a structural phase transition from tetragonal to orthorhombic
symmetry and simultaneously or subsequently show mag-
netic order.>® For 122 and 1111 compounds the latter is
found to be of the columnar antiferromagnetic (AF) type in
the FeAs planes corresponding to wave vector Q=(,0)
which is equal to the nesting vector of hole and electron
Fermi-surface pockets obtained from density-functional cal-
culations of the electronic structure. This commensurate
magnetic structure is stable even for a considerable range of
dopings.*> However it was noticed*> that the size of the
staggered moment depends strongly on the details of the cal-
culation, especially on the out-of-plane position of As atoms,
and is much larger as the experimental values obtained from
neutron diffraction which is less than 1ug per Fe. The mo-
ments are oriented parallel to the ordering wave vector which
is aligned to the long (a) axis.

On the other hand the results of inelastic neutron scatter-
ing (INS) on the low-energy spin excitations have shown that
they may be successfully described within a localized
Heisenberg model that includes interactions up to next near-
est neighbors, i.e., exchange bonds along the sides and di-
agonals of the FeAs layers.®-! Therefore the localized
Heisenberg model is of the anisotropic Jy,,-J, type with
different exchange constants along the orthorhombic a, b
axes. The local-moment picture has a further interesting as-
pect: Depending on the ratios J,,,/J, the magnetism may
exhibit frustration which can strongly reduce the size of the
ordered moment. As mentioned above the observed moments
are much smaller than the calculated ones. Experimentally
they vary from 0.36up in LaFeAsO to lup in SrFe,As,
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whereas local-density approximation (LDA) calculations
give 1.9up (Ref. 11) and 1.7ug,> respectively, if the experi-
mental values for the As positions are used. This translates to
a relative moment reduction factor of 0.19-0.59. Within a
model that includes only spin degrees of freedom one may
conjecture that magnetic frustration and associated enhanced
quantum fluctuations are the source of the strongly reduced
ordered moments in the Fe pnictides. Such an idea, however
needs to be treated with care. Firstly frustration itself is not a
well defined concept for itinerant spins but rather refers to
the local-moment model. If the latter is indeed used the ex-
tent of frustration depends crucially on the ratios of exchange
constants and their anisotropies.

No consensus on the proper exchange model in the local-
moment picture of Fe pnictides has emerged. Basically two
proposals, both from INS (Refs. 6-10) and local-density
calculations* have been made: in the first choice J,,=J,,,
in the second one |/,,|<J,,. In principle, this will lead to
very different dispersion for wave vectors along the b* axis
in the two cases which may be checked experimentally. But
the case remains undecided so far. The second very aniso-
tropic case (J,, was even reported slightly ferromagnetic®) is
hard to understand in terms of a small tetragonal-to-
orthorhombic structural distortion with (a—b)/a=0.5
X 1072. This indicates that the exchange constant should not
be interpreted as bond exchange energies. Rather they are fit
parameters obtained from mapping the total LDA energy
with spiral magnetic structure to the classical ground-state
energy of a localized Heisenberg model.*

One important motivation why a localized model is nev-
ertheless worthwhile to study was provided by the INS re-
sults. In a metal one would naively expect that spin waves
with larger wave vectors should quickly become overdamped
when they merge with the continuum of particle-hole excita-
tions. In fact it was found that well-defined spin waves exist
throughout the Brillouin zone!? giving support for the local-
moment picture. Even in weakly correlated 3d-compounds
local moments may be stabilized due to Hund’s rule coupling
in a multiorbital case such as Fe pnictides as has been shown
in Ref. 12. This is not unlike the situation in elemental Fe
ferromagnetism where it was found that Hund’s rule ex-
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TABLE 1. Fe pnictide moment u=2Sup and exchange interactions (in millielectron volt) from experi-
ment (top, 1-5) and theory (bottom, 6-8). Here J, is the average exchange energy scale and 6, ¢ are
anisotropy and frustration angles [Eq. (5)]. The first column holds the labels used in Fig. 1 (letters) and

Fig. 6 (letters and numbers).

System Ref. N SJ1a SJ1p SJ, SJ. /T o/
1 CaFe,As, 7 41 10 21 36 0.19 0.08
C CaFe,As, 9 0.4 24-37 7-20 28-34 33-45 0.29 0.13
D CaFe,As, 10 0.22 49.9 -5.7 18.9 53.7 0.11 -0.04
B BaFe,As, 6 0.28 17.5 17.5 35 39.1 0.35 0.25
5 BaFe,As, 6 0.54 36 -7 18 31.6 0.19 —-0.06
6 CaFe,As, 5 0.75 274 -2.1 14.5 243 0.20 -0.02
7 BaFe,As, 5 0.84 36.1 -2.6 12.0 38.0 0.10 -0.02
8 SrFe,As, 5 0.84 353 22 134 28.4 0.16 0.02

change stabilizes the local moments.'>'% In fact spin waves
in elemental fcc Fe also exist throughout the Brillouin zone
and may be described by a localized Heisenberg model al-
though Fe is a good metal.'> The itinerant nature of magne-
tism in the Fe pnictides does not by itself exclude that a
local-moment model is a good starting point for studying the
low-lying spin excitations. Further support for this conjec-
ture was given by functional renormalization group calcula-
tions for the isotropic (J,,=J;,=J;) model.'® Starting from a
multiorbital extended Hubbard model it was shown that the
Ji-J, model is a valid description for the dominant low-
energy correlations for a wide range of parameters. Coexist-
ence models for both localized and itinerant moments in the
pnictides have been proposed in Refs. 17 and 18.

Extended models including orbital degrees of freedom
within a localized Kugel-Khomskii-type approach have been
proposed in Refs. 19-22. In this case the ground state can
exhibit orbital order which may lead to effective orthorhom-
bic exchange anisotropy and low-ordered moment. Further-
more itinerant multiorbital models,?>>> also including the
effect of orbital order'>?%?’ for the magnetic ground state
have been proposed.

The INS experiments were interpreted within models
including only spin degrees of freedom. Since we want to
refer the exchange parameters found there we also restrict to
these type of models. In this work we have made a system-
atic survey of the anisotropic (orthorhombic) two-
dimensional (2D) J,,,-J, Heisenberg model. Our main sub-
ject is to examine carefully to which extent the “frustration”
of nearest- and next-nearest exchange constants in this model
plays a role in the reduction in the staggered moment as
observed in neutron diffraction. For that purpose we are us-
ing both analytical spin-wave calculations and numerical
Lanczos method for finite clusters of the 2D rectangular lat-
tice. In the central part we investigate the evolution of the
staggered moment, reduced by quantum fluctuations as func-
tion of the frustration and anisotropy ratios. This allows us to
make a quantitative evaluation of the importance of frustra-
tion in the local-moment model for Fe pnictides by compar-
ing with the results for the experimental exchange constants.
The isotropic model with J,,,=J; has been studied previ-
ously within various approximations®®?° and has also been
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extended including interlayer coupling.®®3! Spin waves for
the anisotropic model in zero field are also discussed in Ref.
32.

In Sec. I we introduce the localized spin model for the
2D orthorhombic Fe pnictide layers and discuss its param-
eterization. In Sec. III we calculate the ground-state energy
and phase diagram of the model and the corresponding loca-
tion of known Fe pnictide compounds. The reduction in the
ordered moment by quantum fluctuations using spin-wave
expansion is discussed in detail in Sec. IV. The effect of an
external field in the anisotropic model is addressed in Sec. V.
Finally Sec. VI gives the summary and conclusion.

II. LOCALIZED SPIN MODELS FOR 2D RECTANGULAR
LATTICE

We start from a localized spin model with effective spin
size S=1/2. The latter is suggested by INS and LDA results
given in Table I which are compatible with this value. A
stronger argument is given by the Gutzwiller approach to the
multiorbital Hubbard model'?> which suggests that 25=1 for
reasonable model parameters.

The orthorhombic symmetry allows for different nearest-
neighbor (nn) exchange parameters Jy,,, however the ex-
treme difference for some parameter sets in Table I can
hardly be justified by the simple effect of exchange striction
on nn exchange caused by the orthorhombic distortion. As
mentioned above, a more likely source of large exchange
anisotropy is the presence of underlying orbital order which
may appear simultaneously with magnetic order. However a
quantitative prediction of the amount of anisotropy seems
difficult. Due to the large differences in the proposed ex-
change parameters we treat the anisotropy as a free param-
eter.

INS results also show the existence of a small spin gap of
the order =10 meV. For a §=1/2 system this can most eas-
ily be modeled by a uniaxial out-of-plane spin-space ex-
change anisotropy which will be included in the model for
completeness but not discussed in detail. Further insight in
the underlying frustrated exchange model may be gained
from field dependence of magnetization and susceptibility as
has been shown for a different class of compounds.’3-3*
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Therefore we also include a Zeeman term in the model.
The effective localized spin Hamiltonian we shall discuss
in this paper then has the form

H= ES l] ] g/'LBIjIE §i’ (1)
(ij) i

where the sum in the first term extends over bonds (ij) con-
necting sites i and j. We assume an interaction in spin space
of the form

L JJ_ JZ) (2)

J;j = diag(J;;,J;;,
To conserve U(1) symmetry, the magnetic field points into
the z direction defined by the anisotropy introduced above.
Suppressing the direction index we set

]m if R 215 + -)x
‘]ij J]b fR) =§ + _)y (3)
J> f]-é Zﬁli ¢, €

i.e., we restrict Egs. (1) and (2) to nearest- and next-nearest-
neighbor exchange on a rectangular lattice. For the discus-
sion of the complete phase diagram of this Hamiltonian, we
use a more convenient parameterization of the exchange
terms and write

Jia= \EJC cos ¢ cos 6,
Jip= VEJC cos ¢ sin 6,

Jy=J.sin ¢,

/1
J, = E(Jfau%b) +173, (4)

introducing an overall energy scale J. (this should not be
confused with J?), a frustration angle ¢, and an anisotropy
parameter 6. For 6=m/4, the above Hamiltonian reduces to
the square-lattice case (J;,=J;,) investigated before, e.g., in
Refs. 33-35 for V oxides.

III. CLASSICAL PHASES AND GROUND-STATE
ENERGIES

For the isotropic model (#=7/4) these are well known
and serve as starting point for discussing frustration effects.
We first find out how their energies and existence regions are
modified for the general anisotropic case with —1 <@/ 7<<1.
On each site i, we introduce a local coordinate system, where
the z' axis is oriented parallel to the local magnetic moment,
and we have
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S7 cos(OR;) —sin(OR) 0 \[cos® 0 —sin®
Si [=| sin(QR,) cos(QR;) © 0 1 0
S5 0 0 1/\sin® 0 cos®
sy
x| s’ (5)
s7
with the ordering vector 0 in the xy plane perpendicular to
the magnetic field which points along the z axis. At finite

values of H, the spins form an umbrellalike structure around

the direction of H; the respective canting angle ® (not to be
confused with the anisotropy parameter 6) is measured rela-
tive to the field direction (global z axis); ®=0 corresponds to
the fully polarized state, and ®=7/2 to the state with van-
ishing magnetic field.

With h=gugH, the classical Hamiltonian then reads

R h
Hy=NS?{ J,(0) +A(0)cos> O — §eos 0, (6)

where we have introduced the Fourier transform

1 1
JaB) = =3 g RR) = =3 jagmifk, 7
Nij) 2%

for a={_L,z} and the last sum runs over all bonds n connect-
ing a fixed site i with its neighbors. The coefficient A(0)
=A(k=0) is defined by

AD =T D+, E+ 0+, (-01-21,D). ®)

The reason for defining A(k) in this way will become clear
later in Sec. IV. Minimizing Eq. (6) with respect to 0, we get
the classical canting angle O, via

h
cos O, 25A(0)” )
and Eq. (6) reads
Ha=NSJ () - A(0)cos® O]. (10)

Minimizing this Hamiltonian with the exchange parameters

from Eq. (3) with respect to the components of é leads to the
four well-known classical phases with ordering vectors

0 ferromagnet(FM)
- (7/a,w/b) Néel antiferromagnet(NAF)
0= (7/a,0) columnar AF along a(CAFa)
(0,7/b) columnar AF along b(CAFb).

(11)

The minimization condition reduces to dJ l(Qa)/ 30=0 and is
thus field independent and depends on the transverse ex-
change parameters only. The classical ground-state energies
are
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Ji+J+ 205

205 = (UL +J5) +[2(J5 -
1 2 la 15 2
Eg=NS*

la

Ji = (T +200) + [, = 5 ) = (i, + J5,) = 2(J5 +J5)]cos? O

where cos @,=h/hg, and the critical or saturation fields for
the nonuniform phases are given by Eq. (9),

, 2Jy — (Ui, +Ji;) NAF
o5 =ia+ i+ 205 Jiy— i, +2Jy) CAFa (13)
Jiu— (i, +2Jy) CAFb.

The minimization condition contains an additional extremal
solution having an incommensurate wave vector given by

Jip

=——, b= , 14
cos Q== cosQb=—3 ¢ (14)
with a ground-state energy
J1al 16
Ef=-—"". 15
e 8., (15)

However, this energy for the incommensurate wave vector is
always higher than or equal to the energy in Eq. (12) of the
commensurate ground state corresponding to the values cho-
sen for the exchange constants.

From the classical ground-state energy in Eq. (12) one
may already construct the phase diagram in the ¢, 6 plane,
however for the following discussions it is important to in-
clude the effect of quantum fluctuations.

IV. QUANTUM FLUCTUATIONS AND ORDERED
MOMENT SIZE IN SPIN-WAVE APPROXIMATION

In the regions of the ¢, 6 plane where two or more of the
classical phases become degenerate large quantum fluctua-
tions appear and reduce or suppress the ordered moment.
These are the strongly frustrated regions of the phase dia-
gram. One may approach them to some extent by starting
from the stable region and calculate the contribution of zero-
point fluctuations in spin-wave approximation. This leads to
an improved ground-state energy, an estimate for the reduc-
tion in the ordered moment and for the extent of the insta-
bility region where magnetic order breaks down. This pro-
gram has been successfully implemented before for the
isotropic case.>*3* It will now be carried out for the more
general model in order to quantify the importance of frustra-
tion and quantum fluctuations for the compounds listed in
Table I.

Returning to Eq. (1) expressed in the local coordinate
system introduced in Sec. III, Eq. (5), we apply a Holstein-
Primakoff transformation and carry out a 1/S expansion,
keeping terms up to first order in 1/S. (We regard h formally
as proportional to S.) Next, we apply a Fourier transforma-
tion. A detailed description of the necessary steps can be

) = (Ui, + 1) = (Ui + J,)]cos? O,
Ji = (i, + 205) + [, = Jp) = (U, + J5) = 2(J5 +J5)]cos® O
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FM
NAF
CAFa
CAFb,

(12)

la

found in Appendix A. The resulting Hamiltonian is given by
- ) h
H=H,+NS|J, (Q)+A(0)cos” O — gcos 0
AN h i
+ V2NS° sin ®| A(0)cos O — oS (ag+af)
S A 2 A h T
+ 52 A(k) = cos® O[B(K) + 2A(0)] + Seos O ((ata;
k

¥

+a_ga’ )+ BK)(1 - cos® O)(aga_i+aja )

+ C(k)cos O(ajag— a_;ai;)>, (16)
where A(Kk) is defined in Eq. (8), and
R I D .
B(k) =J.(k) - E[Ji(k+ Q)+J, (k-0)], (17)
Ck)=1J,(k+0)-J, (k- Q). (18)

Equation (16) still contains a part which is linear in the
bosons with zero momentum. It occurs only in finite mag-
netic fields. In equilibrium, when ©@=0, [see Eq. (9)], this
part vanishes, and we will drop it in the following. A subse-
quent Bogoliubov transformation leads to the final form

H=Hy+ My + S E(hR)atag, (19)
k
where H,, is given by Eq. (10), and
- S .
Hop=NSTL(Q)+ 2 E(h,) (20)

k

is the zero-point energy contribution to the total ground-state
energy Eo=H,+H,, The former corresponds to the mag-
non excitations described by the boson operators

(21)

i
ap=ugag+via_g,

ai,;: viag+ u,;ajl;. (22)
The k sums in the equations above span the full crystallo-
graphic Brillouin zone. For the spin-wave dispersion, we ob-
tain the expression
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E(h,R) = [A(R) - BE)cos? O, - [BR)(1 = cos® ©,)]
+ C(k)cos .. (23)

C(k) only occurs at finite magnetic fields, and because it is

antisymmetric in , it does not contribute to the zero-point
fluctuations.

A. Total ground-state energy

We now calculate the total ground-state energy in spin-
wave approximation to determine the zero-field phase dia-
gram. We also will give a comparison to the classical
ground-state energy and the results for finite clusters ob-
tained from the exact-diagonalization Lanczos method.

Unless explicitly mentioned otherwise, we assume ©
=0, from here on. Furthermore spin space anisotropy is ig-
nored (J[szfj) from now on. The ground-state energy is
given by the sum of the classical energy, Eq. (10) and the
zero-point fluctuations of the magnons, Eq. (20), with the
dispersion from Eq. (23). Explicitly we have for isotropic
exchange parameters

FM: no zero-point fluctuations

JO)=J1a+J1p+ 20,
A(k) =2{J, [cos(ka) - 1]+ Jyp[cos(kyb) — 1]
+ 2Jy[cos(ka)cos(k,b) — 1]},
B(k) =0, (24)
NAF: O=(m,m),
JQ) == 1+ 1) + 215,
A()=2{J,,+ T, + 2J,[cos(k,a)cos(k,b) — 11},
B(k) =—2[J,, cos(k.a) +J,, cos(k,b)], (25)
CAFa: 0=(w,0),
J0) =Ty, = 14+ 2J5),
A(k) = 2{J 1, + Jylcos(k,b) — 1]+ 275},
B(k) =-2[J,, cos(k.a) + 2J, cos(k.a)cos(kyb)]. (26)
CAFb: 0=(0,m),
JHO) =Ty, = 1y +2J5),
A(K) = 2{J, [cos(ka) — 1]+ T, + 2T},

B(k)=-2[J,; cos(k,b) +2J, cos(ka)cos(k,b)]. (27)

Figure 1 shows a contour plot of the total ground-state en-
ergy Eq=Hq+H,, at zero field as a function of the frustra-
tion angle ¢ and the anisotropy parameter 6. The energy unit
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FIG. 1. (Color) Ground-state energy in linear spin-wave ap-
proximation of the frustrated Heisenberg Hamiltonian on the rect-
angular lattice as a function of the frustration angle ¢ and the an-
isotropy parameter 6. Energy unit is the overall energy scale J., the
magnetic field is zero. The four different classical phases are la-
beled by color: Blue—FM, green—NAF, orange—CAFa, red—
CAFb. The thick lines correspond to the classical phase boundaries,
the symbols indicate the locations of the parameters used in Fig. 3
and are labeled with the corresponding character, also used in Table
I. The white dot represents the standard nearest-neighbor Heisen-
berg model (J,,=J,,=J;,J,=0), the black dots denote experimental
points for BaFe,As, in Ref. 6 and CaFe,As, in Refs. 9 and 10.

is J.. Four magnetic phases appear (see caption) in a sym-
metric pattern in the ¢, 6 plane. We present the complete
phase diagram of the J,,;-J, model although only the sector
0<0/7m<0.25, 0<¢/7w<0.5 seems to be relevant for the
Fe pnictide class according to Table I. We notice the follow-
ing characteristics of the phase diagram: (i) the ground-state
energy and phase diagram are invariant under the following
symmetry transformations: reflections at the lines 6=m/4
and -37/4 and inversion at the points (¢, 6)
=(xm/2,37w/4). Both operations lead to (Ji,,J;p)
—(J1p,J14) With J, unchanged. This corresponds to an inter-
change of the columnar CAFa/b phases while FM and NAF
are mapped identically. The classical ground-state energy has
even more symmetries.

(ii) In the isotropic case (6=m/4) CAFa and CAFb are
degenerate, and moving away from this symmetry line one
of the two phases is selected. The stability region of the
columnar phases along the frustration axis (¢) increases
upon going away from the symmetry line 8=m/4 while that
of the neighboring NAF or FM phase decreases. Therefore
CAFa/b is stabilized by the presence of a J,,;, anisotropy.

(iii) The exchange frustration is largest where three phases
(e.g., the corner point 6/7=0.25, ¢/7=0.15, and J,/J,
=1/2) or two phases (the boundary lines) meet. Therefore
the degree of frustration in a given compound in Table I also
depends on the size of its anisotropy. While the above corner
point is strongly frustrated and in fact has no long-range
order (see Sec. IV C) the point 6=0, ¢/7=0.15 [J;,=0,
close to (D) in Fig. 1] is nor strongly frustrated but stable

165101-5



SCHMIDT, SIAHATGAR, AND THALMEIER

0.0
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FIG. 2. (Color online) Ground-state energy as a function of the
frustration angle ¢ for fixed anisotropy parameter #= /8 from lin-
ear spin-wave theory (solid line) and exact diagonalization (solid
dots; 24 sites). For comparison, the dashed curve shows the classi-
cal ground-state energy. Here and in subsequent plots of ¢ depen-
dent quantities the vertical lines indicate the classical phase
boundaries.

CAFa despite having ¢/ 7m=0.15 or J,/(J,,/\2)=1/2.

Apart from the ferromagnet, which is an eigenstate to the
full Hamiltonian, the spin-wave corrections stabilize the
classical ground state, i.e., the zero-point energy in Eq. (20)
is negative semidefinite for all values of ¢ and 6. As an
example, Fig. 2 displays the dependence of the ground-state
energy on the frustration angle ¢ obtained both from linear
spin-wave theory (solid line) and from the classical model
(dashed line). The plot was made with fixed anisotropy pa-
rameter @=m/8, corresponding to a spatial anisotropy
Jip/J1a=V2—1=~0.414. For a comparison we also present
the numerical results from Lanczos calculations for finite
clusters of the square lattice with size N=24 which is quite
close to the spin-wave results.

B. Spin-wave spectra

We shall now discuss the excitation spectrum of Hamil-
tonian (19) for some typical points in the (¢, 6) phase dia-
gram, Fig. 1. In Table I, we have compiled an excerpt from
the available literature on experimental and theoretical val-
ues for the exchange parameters of AFe,As, compounds,
where A denotes an alkaline metal. From this list, we have
chosen three parameter sets, indicated by the black dots in
Fig. 1, and the standard Néel antiferromagnet (white dot).

Figure 3 shows plots of the k dependence of the spin-
wave excitations for different parameter sets (¢, ). The pa-
rameter sets used for the plots are indicated by the symbols
in Fig. 1. For simplicity, we scale k with the lattice constants
and set k,a— k, and k,b— k,. All plots refer to the full crys-
tallographic Brillouin zone.

The top left spectrum (A) in Fig. 3 shows the well-known
dispersion for the nearest-neighbor Heisenberg model for
comparison. It has a Goldstone mode at the equivalent wave
vectors =0 and Q= (=, = ). The low-energy dispersion
w(k)=SE(K) is linear around these points with
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w(k) =28\, + Ty,

XN 1q =20 (ke = Q)+ (1, = 20,)(ky — Q)2
(28)

The top-right plot (B) shows the dispersion for (¢, 6)/ 7
=(0.35,0.25), corresponding to an isotropic exchange on the
border between CAFa and CAFb phases. These parameters
have been determined for BaFe,As, in Ref. 6. The Goldstone
modes are at é=(0, * 1) and Q:(t 7,0) and the equivalent
points 0=0 and Q=(=*1, = ), reflecting the twofold de-
generacy of the CAFa and CAFb phases. The linear disper-
sion around the minima is

w, (k) =28V2J, + J,,

XNy +d1) k= Q)+ (20, = 1) (ky — 0,)°
(29)

for the CAFa phase, and
wy(K) = 28V2J, + 1,

XN = 1) (k= Q)2+ 2L+ 1)k, = 0,)°
(30)

for the CAFb phase.

For (¢, 0)/7=(0.29,0.13), assigned to CaFe,As, in Ref.
9, we show the spin-wave dispersion in the bottom right plot
(C) of Fig. 3. With these parameters, the system is deep
inside the CAFa phase. In contrast to the isotropic case, the
dispersion around Q*:(O, * ) and (=, = ), while still
being local minima (but with a quadratic k dependence),
have a finite energy gap. We have E,(k)=0 remaining only at
the wave vectors k=0 and (*4r,0), characteristic for the
CAFa phase.

Finally, the bottom left plot (D) in Fig. 3 displays the
dispersion for (¢, 0)/m=(0.11,-0.04). This alternative pa-
rameter set was proposed in Ref. 10 for CaFe,As,. The local
minima at 0*=(0, = ) and (*, * 7) discussed in the pre-
vious paragraph have almost disappeared, the dispersion at
the zone boundary k,= * 7 is flat. This property can be uti-
lized to decide between the two apparently different param-
eter sets for the identical compound. In fact from this com-
parison it was concluded!® that the strongly anisotropic set
(D) describes the dispersion along (0,k,) much better for
large wave vectors k,/7>0.5. Since the ordering is still of
the CAFa type, the Goldstone mode at O=(%1,0) remains
for the 2D model. A realistic description of the dispersion
requires, however, the inclusion of interplane exchange®!'?
which leads to a finite gap at these points.3!

C. Ordered moment

The most appropriate quantity for judging the degree of
frustration in the local-moment model is the size of the or-
dered ground-state moment mg(¢, 6) relative to its size for
the unfrustrated (J,=0) isotropic (J,,=J,,=J;) NAF state.
The latter is already reduced with respect to the classical
value S to m?~0.607S. The stronger the frustration the more
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FIG. 3. (Color online) Spin-wave spectra w(k)/J.. Clockwise from top left: (A) (¢, )/ 7=(0,0.25)—NAF, isotropic exchange with J,
=0; (B) (¢, 6)/7=(0.35,0.25)—CAFa/b, isotropic exchange; (C) (¢, )/ 7=(0.29,0.13)—inside CAFa; (D) (¢, 6)/7=(0.11,-0.04)—even

more inside CAFa.

mg should be reduced even below the NAF value. In the
isotropic case when J, <0 there is obviously no frustration
and the NAF state is even stabilized. The essential question
is: how large is the degree of frustration in the CAFb,b states
relevant for the Fe pnictides? This question can be answered
by calculating the moment reduction my(¢h,6)/S in spin-
wave approximation.

The ordered moment is the ground-state expectation value
of the z component of the spin S’ in the local coordinate
system,

1 ' 1 1
mg = ]—VEi (s)=s- —% (afapy=5- N% v (31)

Inserting the expression for v required to bring H into di-
agonal form (see Appendix B for a complete expression), we
get

1| 1< AK) - B(k)cos® ©
mesiio| 1y (k) — B(k)cos ¢

28| N*7 E(h,k)

(32)

Due to quantum fluctuations m,<<S is smaller than in the
classical case, except for the ferromagnet. Near the borders
of the CAFb and CAFa phases to the NAF phase, the ordered
moment vanishes, indicating the failure of spin-wave theory
due to strong frustrations. Also between the FM and CAF
phases the latter lead to a vanishing m, in a small region.

Figure 4 displays the behavior of m =u/ug as a function
of the frustration angle ¢ for three different anisotropy pa-
rameters . The upper plot shows the isotropic case (see also
Ref. 28), #=m/4, corresponding to J;,=J;,=J;. Coming
from the FM phase for ¢ <—m/2, my is gradually suppressed
to the well-known value m’~0.3034 at ¢=0 (J,=0), corre-
sponding to the NAF state of the nearest-neighbor Heisen-
berg model.
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FIG. 4. (Color online) Ordered moment my=pu/ g for fixed
anisotropy parameter 6 as a function of the frustration angle ¢. Top:
0=1/4 (isotropic case, J;,=J;). The ordered moment vanishes for
0.1150=< ¢/ 7=<0.1508 (NAF-CAFa/b) and 0.8491=<¢/m
=<0.8524 (CAFa/b-FM crossover). Middle: 6#=/8. The gap be-
tween NAF and CAFa is smaller but still finite, the disordered
region between CAFb and FM has disappeared. Bottom: #=0, cor-
responding to J;,=0. The gap m =0 appears for —0.00727 < ¢/ 7
=0.00775. The dashed horizontal line in the three plots denotes the
value m,=0.3034 obtained for the standard Heisenberg model with
‘,laz‘,lb and J2=O.

Increasing ¢ towards the NAF-CAFa/b boundary further
reduces mg, until at ¢/7=0.1150 (where J,/J,~0.3779),
the ordered moment vanishes. The classical CAFa/b-NAF
border is given by J,/J,=1/2, or ¢/ 7=0.1476. Soon after
entering the CAFa/b regime, at ¢/7=0.1508 or J,/J,
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~(.5129, mg becomes finite again and grows rapidly towards
an almost constant value m,~mg(J,;=0).

At J,=0 or ¢=/2, the lattice can be subdivided into two
noninteracting sublattices with a nearest-neighbor interaction
J=J,, therefore we must have my(¢p=m/2)=m (¢p=0). This
is indicated by the dashed horizontal line which illustrates
that throughout most of the CAF region the moment reduc-
tion is almost the same as that of the unfrustrated NAF. In
fact for ¢p=m/2 the CAF moment is stabilized by quantum
fluctuations which orient the moments of the two sublattices
parallel. This is the so-called “order by disorder”” mechanism.

The behavior of the ordered moment in the CAFa/b phase
is independent of the sign of J; and therefore symmetric
around ¢=m/2. Reaching the border to the FM phase,
mg sharply drops back to zero at ¢/7=0.8492 or J,/J,
~-0.5129. The CAFa/b-FM border is given by J,/J;
=—1/2, or ¢/7w=0.8524. At this border, m, immediately
jumps to the saturation value m,=1/2 in the FM phase.

Now we turn to the anisotropic case, 87 /4. The lower
two plots of Fig. 4 show mg for 6=/8, corresponding to
Jip/J1a=V2-1=0.41, and the fully anisotropic case 6=0,
meaning J,,=0. For ¢/ m<1/2, the overall behavior of m is
similar to the isotropic case: After leaving the FM regime, m,
is suppressed down to zero, and becomes finite again after
the crossover to the CAFa phase. However, there are two
quantitative differences: firstly, the region where m =0 is
smaller than for #=/4. Secondly and most importantly in-
side the columnar AF phases, the ordered moment is restored
to even larger values than for isotropic exchange.

Exactly at ¢=7/2, we have J;,=J,,=0, and m, shows a
dip with the universal value m,=0.3034 of the nearest-
neighbor Heisenberg model, indicated by the dashed lines in
the plots. For any value of 6, at this point only J, is finite,
and the same argument as for the isotropic case applies; we
must have m(p=7/2)=m(p=0) for arbitrary ratios
1o/ J1a-

In contrast to the isotropic case, the symmetry around the
point ¢=m/2 is lost, and my is restored in the CAFb phase
towards the saturation value upon entering the FM phase.
There is no region around the CAFb/FM border where m is
suppressed as in the isotropic case.

A vanishing ordered moment implies that, at least within
our approximation, the order parameter for the correspond-
ing classical phase is destroyed by quantum fluctuations.
Historically this was one of the first indications of the ap-
pearance of an intermediate phase without magnetic order
and our findings suggest that the well-known disordered
phase for the isotropic J;-J, model for AF exchange cou-
plings extends to the whole range of anisotropic interactions
with arbitrary ratios J;,/J -

This is not the case for the CAFa/b-FM crossover, where
numerically already at a deviation A6/ 6<<0.01 from the iso-
tropic value #=m/4 the ordered moment remains well-
defined around the classical CAFa/b-FM transition point.
Figure 5 illustrates this behavior: the plot shows the ordered
moment as a function of the anisotropy parameter for fixed
frustration angle ¢/m7=0.8520 in the whole phase diagram.
The two sharp dips at #=—37/4 and w/4 correspond to the
disordered regimes at the CAFa/b-NAF corner and the
CAFa/b-FM corner in the phase diagram, respectively. At the
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FIG. 5. (Color online) Ordered moment m, for ¢/ w=0.852 as a
function of the anisotropy parameter 6. The frustration angle is
chosen such that in the isotropic case (#=/4), the system is in the
disordered regime at the CAFa/b-FM corner.

CAFa/b-FM corner around 6=1/4, we have m,=0 only for a
tiny range 0.2493 < 6/ w=0.2507. However, the precise re-
lation to the extension of the disordered phase around this
corner for finite orthorhombic anisotropy remains unclear.

In summary, if one regards the lower two panels in Fig. 4
representing the anisotropic case one observes a remarkable
fact: the moment reduction by quantum fluctuation in the
CAFa/b phases is less than in the unfrustrated simple
nearest-neighbor NAF phase (open circle), except for a very
small region close to the strongly frustrated CAFa/NAF
boundary line. If one compiles the reduced moments
mg( ¢, 0) for the proposed parameter sets of Fe-pnictide com-
pounds (Table I) as shown in Fig. 6 it is obvious that in most
cases the moment reduction by quantum fluctuations for the
proposed CAFa models is less than in the simple nearest-
neighbor NAF

This result is in part due to the stabilization of the mo-
ment due to the effect of the anisotropy as visible from Fig.
4 which extends the stable range of ¢ for the CAFa phase in
Fig. 1. In fact the frustration angle for BaFe,As, (D) is rather

1.0 4

n, / )

02l ]

0.0 7\ L L L L L L \7
1 C D B 5 6 7 8

compound index

FIG. 6. (Color online) Ordered moments m(¢, #) normalized to
the classical constant m=S for the compounds listed in Table I
calculated with Eq. (32). The dashed horizontal line indicates
my(¢p=0,0=m/4) for the simple J,=0, J;,=J;, nearest-neighbor
Heisenberg model (point A in Fig. 1).
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close to the strongly frustrated value ¢/ 7=0.15 of the iso-
tropic (0/ w=0.25) model; nevertheless it is at a considerable
distance from the anisotropic CAFa/NAF instability line and
hence shows only moderate moment reduction. Therefore
from Fig. 6 we conclude that frustration/quantum fluctuation
effects within a local-moment picture may not be used to
explain the surprisingly small ordered moment of the pnic-
tides. We note, however that this conclusion does not invali-
date the usefulness of the Jy,;-J, local-moment model for
the interpretation of INS spin-wave results. In classical (lin-
ear) spin-wave theory only the products SJ; enter the spin-
wave velocity and dispersion SE(K) and therefore the shape
of the dispersion does not depend on the size of the staggered
moment as long as this approximation is reasonable.

V. FIELD-DEPENDENT PROPERTIES OF THE J,,;-J,
MODEL

It has been shown that high-field magnetization (up to the
saturation field A) is an excellent way to investigate the iso-
tropic J;-J, model**34 because the degree of exchange frus-
tration determines the characteristic nonlinearity of the mag-
netization curve. This is especially true for the parameter
region where the CAF phase is realized. One should remark
however that in the undoped Fe pnictides the energy scale of
J.=5%10% K is too large to reach the high-field region.
However it might be feasible for some of the doped Fe pnic-
tides where the ordering temperature 7,, and hence J_ are
strongly reduced, provided that doping in the spacing layers
does not impede the usefulness of the J,,;-J, model for the
spin excitations in the FeAs layers.

A. Magnetization at high fields

The total magnetization of the system is the ground-state

expectation value of the z component of the spin S in the
global coordinate system,

m= ]%]2 (5%). (33)

Since this is just the projection of the ordered magnetic mo-
ments onto the field direction, we can also write

m=mgcos 0. (34)

Here, © is not the classical canting angle ©, [this would
describe the field dependence of the classical spin system,
i.e., a straight line m(h)=S(h/hg)] but rather must include the
first-order corrections from linear spin-wave theory. We thus
have to regard ® as independent variable again, return to the
Hamiltonian given by Eq. (19) before the replacement ®
— 0., and minimize its corresponding ground-state energy
with respect to ©.

Since 1/S corrections are already included in the ground-
state energy Eo(O.)=Hy+H,, of the linear spin-wave
(LSW) Hamiltonian given by Egs. (10), (19), (20), and (23),
we can equivalently use the definition of the total magneti-
zation per site as the negative field derivative of Ey(0,),
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FIG. 7. (Color online) Uniform magnetic moment m per site as
a function of the applied magnetic field h/hg at three different frus-
tration angles in the CAF phases, ¢/7=0.16 (near NAF), 0.25
(CAFa), and 0.65 (CAFb near FM). Between each pair of adjacent
curves an offset Am=0.1 is inserted. The solid lines denote the field
dependence in the isotropic case, 6=m/4, the dashed lines denote
the maximally anisotropic case, 6=0.

g
=———E,
m== o Ee() (35)

with @, given by Eq. (9). The result is

h 11
m=S—|1+_——
hq 2SN

B(k)(A(K) - B(K))

. (36)
A(0)E(h,k)

(see Appendix C for details).

Figure 7 displays three sets of curves of m(h) for different
frustration angles. The magnetic field is normalized to the
respective saturation field. The solid curves show the field
dependence of the induced moment m in the isotropic case
0=m/4, J,,=Jp, and the dashes curves show the same quan-
tity in the maximally anisotropic case #=0 or J;,=0.

Deep inside the ordered phases (well separated from
phase boundaries), the first-order corrections to the total mo-
ment are small, as indicated by the small bending of m(#) for
¢/ =0.25 (middle curve) in Fig. 7. It is only near the cross-
over between adjacent different phases, where corrections
become strong, and the field dependence of the magnetiza-
tion differs significantly from the classical behavior, as
shown in m(h) for ¢/m=0.65 with isotropic exchange con-
stants.

Introducing an anisotropy generally reduces the quantum
corrections leading to the nonlinear magnetization (dashed
curves). According to Table I the Fe pnictides are not close to
the phase boundaries, therefore the effect of the anisotropy
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on the nonlinear magnetization curves is not very prominent
as indeed suggested by Fig. 7.

B. Magnetic susceptibility at low fields

Another sensitive probe to the degree of frustration is the
low-field uniform susceptibility y=dm/Jdh which may be
used to obtain further insight as an alternative to the ordered
moment. We obtain

1 1 1§ BOIARK) - B()]
" 24(0) 2SNT A(0)E(h,K)
Lo o Ly BOAD-BOEL o)
S N7 A0)E3(h,k)

where the terms in brackets include the first-order corrections
to the classical value,

S 38
Xel = 240) " h const. (38)
In the FM regions, x is undefined, since the system at 7=0 is
already fully polarized. In the three AF phases, y diverges
near the FM phase, apart from those areas, where already the
vanishing ordered moment discussed above indicates that the
ordered phase is no longer stable.

Figure 8 shows the dependence of y on the frustration
angle ¢ for three different anisotropy parameters 6. In the
top of Fig. 8, the isotropic case is shown. The susceptibility
diverges at the crossover from the NAF to the FM phase
(J14=41p=0,¢/m=-1/2). Around the border to the CAF
phases [¢=tan"!(1/2)], it vanishes and becomes undefined.
Qualitatively the same happens near the border to the FM
phase at ¢=m—tan~!(1/2). Apart from shifting the classical
phase boundaries, introducing an orthorhombic anisotropy
generally stabilizes the magnetic CAF ground state. There-
fore the “gaps” where strong frustration destroys the mag-
netic order are gradually closed, see the center plot of Fig. 8.

At the CAFb/FM crossover, the behavior of y even
changes to a divergence upon increasing the orthorhombic
asymmetry by lowering 6. The bottom part of Fig. 8 shows y
for J,,=0, where the gap to the FM phase is closed. This is
fully compatible with the rapid stabilization of the CAFb
ordered moment as function of increasing anisotropy (see.
Fig. 4) at the boundary to FM.

At ¢p=1/2, the ¢ dependence of the magnetic suscepti-
bility has the same feature as the ordered moment discussed
in Sec. IVC: At ¢=m/2, J,=0, and we must have x(¢
=0, 0=7/4)= x(¢p=/2, f=arbitrary), therefore a small dip
appears in the orthorhombic case.

In the CAFa sector relevant for the pnictides the suscep-
tibility has a plateau value except very close to the gap of
instability. The value is almost equal to that for the unfrus-
trated simple nn NAF. This underlines again that quantum
fluctuations due to frustration cannot explain the anomalous
magnetism of Fe pnictides.

Furthermore the uniform susceptibility was found to have
an unexpected temperature dependence. Within the (semi-)
metallic itinerant model characterized by electron and hole
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FIG. 8. (Color online) Uniform magnetic susceptibility y
=(dm/ oh),_, as a function of the frustration angle ¢ for (from top
to bottom) 6/ w=1/4, 6/7=0.15, and 6=0.

pockets one would naively expect a constant Pauli suscepti-
bility above the ordering temperature 7,, and a reduction
below due to the gap opening. While the latter was found for
numerous pnictide compounds, the susceptibility above T, is
not constant but still increases roughly linearly with
temperature.’® Explanations for this observation were given
within the noninteracting two-band model,*” an interacting
Fermi-liquid picture including nonanalytic correction
terms,>® within a model of coexisting itinerant and localized
moments.!”

On the other hand INS results have shown that low-
energy spin excitations can be well described by a suitably
parameterized Jy,,-J, local-moment model according to
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FIG. 9. (Color online) Temperature dependence of the uniform
magnetic susceptibility for ¢/7=0.35, and #=0.25 as for (B) in
Table I with J.=58.5 meV, corresponding to a temperature varia-
tion between 170 and 510 K.

Table I. Then one should expect something similar for the
low- (zero-) frequency susceptibility, at least qualitatively. To
check this conjecture we performed finite-temperature Lanc-
zos calculations as, e.g., described in Ref. 35 for various
finite Jy,,-J, clusters. The result is shown in Fig. 9 for a
parameter set (B) corresponding to BaFe,As,. For tempera-
tures 7=<0.25J, the calculation becomes unreliable due to
finite-size effects. The temperature range corresponds to
~170 K at the lower and ~510 K at the upper boundary.
The increase linearity in 7 observed for BaFe,As, from 150
to 300 K is qualitatively reproduced although the absolute
increase is too large. We mention that in the combined
itinerant-localized model of Ref. 17 the increased linear T
dependence was also attributed to the local-moment contri-
bution. At the very least our calculation shows clearly that in
the present range of measurement one should not yet expect
the high-temperature Curie law x(7) ~ 1/T for local-moment
systems. This should be expected only quite above the maxi-
mum temperature for (7), which is at about 1.1J, or 750 K
in the case of Fig. 9.

VI. SUMMARY AND CONCLUSION

The local-moment model for Fe pnictides has been sur-
prisingly useful to explain the low-energy spin excitations
obtained in INS phenomenologically, albeit with the assump-
tion of possibly very anisotropic exchange. The latter may
have its microscopic origin in underlying orbital order as
proposed in Refs. 12 and 26 but this is still unexplored. The
very usefulness of the local-moment picture may be a con-
sequence of Hund’s rule correlations in the multiorbital state
of Fe pnictides.'?

In this work we have investigated in detail the empirical
localized moment J,,,-J, model, in particular, the effect of
the in-plane anisotropy and the frustration effect. It has been
a recurrent topic to explain the comparatively small ordered
moments in Fe pnictides as the effect of enhanced quantum
fluctuations in the ground state due to large degeneracy
caused by frustrated Jy,;, and J, exchange bonds.
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We have investigated this question in detail using spin-
wave approximation and in part the exact-diagonalization
Lanczos method to calculate ground-state energy, phase dia-
gram, and moment reduction by quantum fluctuation as func-
tion of anisotropy and frustration parameters. In addition we
have studied high-field magnetization and low-field uniform
susceptibility.

We found that generally the anisotropy lifts the degen-
eracy between CAFa/b phases and extends their stability
range as a function of frustration. Furthermore the anisotropy
reduces or closes the instability gap on the phase boundary to
the NAF or FM phase, respectively. Most importantly we
have shown that in the CAFa sector relevant for the pnictides
according to Table I the moment reduction by quantum fluc-
tuations is generally less than for the simple unfrustrated nn
Néel antiferromagnet. The same result can be obtained from
the uniform low-field susceptibility.

Therefore we conclude that the anomalously low moment
in the pnictides is not explained by quantum fluctuations in
effective localized moment models but needs a more micro-
scopic viewpoint including the itinerant multiorbital nature
of the magnetic state. Such proposals have been made within
recent ab initio calculations using the full orbital basis.?**!
This does not invalidate, however, the exceptional usefulness
of the simple J;,,-J, model to describe the low-energy spin
excitations.

We have also derived the spin-wave excitations in an ex-
ternal field for the anisotropic model. It remains to be seen
whether new information on the exchange models can be
gained from INS experiments in finite fields.

Finally, in a corollary we address a result of our analysis
not immediately relevant for pnictides because it is related to
the magnetic instability at the CAFa/b-FM boundary (¢/ 7
=0.852). There are 2D local-moment compounds>* where the
frustration angle is quite close to that boundary, contrary to
the Fe pnictides. It has been shown for the isotropic model
that the true ground state in this region is of the spin-nematic
hidden order state.*? Although spin-wave theory is not ad-
equate to fully address this question we have shown (Fig. 5)
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that the columnar order at the boundary recovers immedi-
ately when turning on even a tiny anisotropy of nn exchange
constants Jy, ,. Since small anisotropies usually exist in such
compounds we predict that the spin nematic state of the iso-
tropic J;-J, model will be very hard to find in a real com-
pound.

APPENDIX A: LINEAR SPIN-WAVE ANALYSIS

The formal procedures described here closely follow and
generalize those discussed in Refs. 43 and 44, where linear
spin-wave theory has been applied to the triangular lattice. In
the sections of this appendix, we do not make any assump-
tions about lattice geometry, dimensionality, and exchange
constants except from the requirement that U(1) symmetry is
conserved and still exists upon switching on a magnetic field.
The Hamiltonian is assumed to have the general form given
by Eqgs. (1) and (2).

Dropping the primes (working in the local coordinate sys-
tem), we use boson operators a; and aj' and write

_ T
Si=S-aja;,

— ala;\ "2 —
Si=v28|1- E a; — v2S8a;,

i°

1 S
Si= E(ST +57) — \/;(a,- +a),

o1 S
Sl}'= Z—Z(ST—SI_) H—i\/;(ai—a;).

Keeping only terms up to bilinear order in the boson opera-
tors, we expand the scalar products in Eq. (1). The Hamil-
tonian up to bilinear order then reads

T 172
— a; a;
S; = \'2Sa§(1 . ) — \25a]
25

S =~ .. == .
H— Hy+ EE {(alTaj + a,-a;)[Jl-j cos(QR[j)(cos2 O+1)+ S sin® O] + (a,a;+ a?a})[]ij cos(QR,»j)(cos2 O-1)+ ij sin®> O]

(ij)

—2(ala;+ a_}aj)[Jiii c:os(QQIz-_,«)sin2 +J5; cos’@] - 2i(aj'aj - aia.}')Jij sin(éﬁi_i)cos 0

_ i\’/Z_S(ai - a:f —a;+ a})]é sin(éﬁij)sin 0+ V’TS(a,- + a;f +a;+ a;f)[.lfj - Jij cos(éﬁij)]cos 0 sin O}

S .
+hY, [a}ai cos O — \/;(aﬁai')sin ®].

In the above sum, the contribution

(ij)

S -
52 [- i\/ZS‘(ai - alT —a;+ a;)Jl# sin(QR;;)sin O]

is antisymmetric in the variables i and j (site indices) and therefore vanishes upon summation.
Inserting a Fourier representation of the spin-wave operators alT into the above equation, replacing the sum over bonds {ij)
with a sum over sites i plus their neighbors n gives after some rearrangement
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N 1 - h .
H —Hy = V2NS sin {S cos @52 [J5 —J cos(QOR,)] - 5}(010 + a(g)

S 1 o N N
o= e_lkR"<{J,Z1 +J cos(QR,) — cos®> OLF - J cos(QR,,)]}(a,T;a,;+ a_,;ai,;)

29 2%

o N 2 N
+[J5 = I cos(OR,) - cos® O - J cos(OR,))(azai+ara’ ;) + =J; sin(OR,)cos O (ajaz— a_,;ai,;)>
l

2

Sl > > » . h .
+ 52 52 {-2J, cos(OR,) -2 cos® O[J; - J, cos(OR,)}aza; + a,;aza —1)+ —cos @D (a;;a,;+ agag—1).
kK “on k

Performing the sum over the neighbors 7, together with Eqs.
(7), (8), (17), and (18) eventually leads to Eq. (16).
We define

At o
ag=(ap,a_p)
to write

H=NSS+ 1)[J,(Q) +A(0)cos® O]
1 S
- ENh(ZS +1)cos O + 52 d;%H,;d,;,
k

by (H1+Ha H, )
i= ,
H, H, -H,

. - h
H, =A(k) — cos® O[B(k) + 2A(0)] + ECOS 0,

H, = B(k)(1 - cos’ 0.),

H,= C(k)cos O,
dropping the part linear in {a;é:o,a,gzo}. Since the operators aj
are bosons, their commutation relations can be written as
drodp=1, where o, is the symplectic unit matrix (which in

E(h,k) =\(H, - H))(H, + H,) + H,

our case is identical to the z Pauli spin matrix). Assume Uy is
the matrix which diagonalizes Hamiltonian. From the re-
quirement that this transformation respects the canonical
commutation relations, it follows that Uj; must be symplectic,
too,

; )
Uio Ug=o,,
and we have
Uto.HiUp= 0.,

where D is the diagonal form of Hj. From this transforma-
tion, we get the eigenvalues of

H,+H H
O'ZH];=< 1 a 2 )

-H, -H+H,

by evaluating the characteristic polynomial x(E)
=det(o.H;—E). This polynomial can always be written as

x(E) = det[(E - H,)* - (H, - Hy)(H, + H,)],

and the desired spin-wave dispersion can be immediately
read off,

= { {A(E) - B(k) - 2A(0)cos? © + gcos @]

R R h 12 R
X {A(k) +B(k)(1 -2 cos® @) —=2A(0)cos” O + gcos @] } + C(k)cos ©

2
= \/{A(E) — cos? O[B(k) + 24(0)] + %cos ®} —[B(k)(1 = cos® ©)]* + C(k)cos O,

where we have taken the root with the positive sign only. Setting ® =0, eventually leads to the dispersion, Eq. (23).
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APPENDIX B: ORDERED MOMENT

Writing the Hamiltonian, Eq. (16), with the spin-wave operators a ' Egs. (21) and (22), and diagonalizing the LSW

Hamiltonian in a more explicit way we get

A(k) - cos® O[B(k) + 2A(0)] + gcos 0

ui = sign B(k)

. +1],
E(h,k)

1

A(K) = cos® O[B(k) + 2A(0)] + gcos ®

Setting ®=0, and inserting the coefficients v; into Eq. (31)
yields the expression (32) for the ordered moment.

APPENDIX C: UNIFORM MOMENT AND
SUSCEPTIBILITY
The uniform moment is given by Eq. (35), or equivalently

~ 1 JE(0,) d cos O,
Ndcos®, oh

(C1)

with the ground-state energy in linear spin-wave approxima-
tion

Ey(0,) =NSYJ (0) - A(0)cos® © ] + NSJ  (Q)
+ §2 E(h,l?),
2%

and E(h,k) given by Eq. (23). We have

JE (@) ) JE(h,K)
—2A(0 =
d cos O, (O)cos 2o7cos('*)
deos @, 1
oh  2SA(0)’
JE(h.k) B(k)[A(K) - B(k)]
dcos O, 08 e E(h,k)

Inserting these expressions into Eq. (C1) gives the desired
result, Eq. (36).

The correction to the magnetization [the deviation from
the classical behavior my=S8 cos ©.=S(h/h,)] at this level of
approximation is a consequence of the zero-point fluctua-
tions only. Integrating Eq. (35) between h=0 and h=hg, we
can write

hS
AE, = Ey(h=h) - Eg(h=0)=-N f m(h)dh. (C2)
0

-1].

E(h,k)

As discussed elsewhere, the zero-point fluctuations reduce
E,(h=0), but do not reduce E(h,). For the latter, the zero-
point fluctuations vanish, again because the fully polarized
state at hg is an eigenstate of 7. Thus the classical energy
difference is smaller than the energy difference including
first-order corrections in Eq. (C2),

AES — AESY = E (h) - EX(0) - [EXV(hy) - EXY(0)]

= L0 - B0 = N7,(0) + 53 B
i

=E, =0,

hence the corrections to the integrated magnetization must be
negative. Assuming a monotonic behavior of m(h), the same
relation holds for the kernel in Eq. (C2), and it follows that

mysw(h) = my(h), h=h,

consequently we can expect that the corrected magnetization
curve lies below the classical one.

For the susceptibility, we differentiate m once more with
respect to the applied field,

__dm_ dcos O,
"~ dcos©, oh

and using
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am m 11 5 _B(E)[A(/S)—B(E)] JE(h,K)

+Scos O, —

d cos @c:cos 0. 2SN77

=S5y 1+
2SN

We obtain Eq. (37).

A(0)E2(h,k)

1 1w BOIARK) - B®)]
——2 ———— Y 10}
A0)E(h,K)

N

d cos O,

20k 2\ _ R(D)T2
&2 @Cllz B~ (k)[A(k) li(k)]
SNZ AO)EX(h,K)
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